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Abstract 19 

In visual foraging, foragers collect multiple items from a series of visual displays (or “patches”). 20 

When the goal is to maximize the total or the rate of collection of target items, foragers must 21 

decide when to leave a depleted patch given that “traveling” from one patch to another incurs a 22 

temporal cost. In three experiments, we investigated whether the interposition of a secondary 23 

task during travel between patches in visual foraging altered patch-leaving behavior. Over the 24 

course of 10- or 30-minute experiments, participants foraged in simulated “berry patches” and 25 

traveled to the next patch at will. While they traveled, they either actively performed a secondary 26 

task or simply observed passing visual stimuli. Travel time was varied across conditions. The 27 

addition of a secondary task, regardless of its relevance to visual foraging, to traveling, or to 28 

both, did not impact patch-leaving times in the primary visual foraging task. In Experiment 1 and 29 

more weakly in Experiment 2, the patch-leaving decision was based on how long the travel took 30 

as predicted by the Marginal Value Theorem (MVT). In Experiment 3, however, patch-leaving 31 

did not depend on travel time. Participants ‘overharvested’ in a manner that suggests that they 32 

may have adopted rules different from those of MVT. Across all three experiments, patch-33 

leaving did not depend on the nature of the travel. 34 

 35 

Keywords:  visual foraging, travel, patch-leaving, visual search  36 
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No matter what you do, travel is travel in visual foraging 37 

Everything has an end, and visual search is no exception. When we search for a target, 38 

we typically wish to find it accurately and rapidly (Wolfe, 2023). If we do not find what we are 39 

looking for, it is similarly important to know when to conclude that the item is not present 40 

(Becker et al., 2022; Chun & Wolfe, 1996; Zenger & Fahle, 1997).  41 

The question of when to quit search changes when it comes to visual foraging tasks that 42 

involve searching for multiple targets in the same display. If the observer’s task is to collect as 43 

many items as possible in a fixed amount of time and, thus, to maximize the rate of return, 44 

exhaustive collection of every item in a display is generally not the best solution. As target items 45 

are collected from a patch, that patch becomes depleted, and the picking becomes slower. There 46 

comes a point where it becomes advantageous to stop collecting targets from the current patch 47 

and pay for “travel time,” the time required to move to a new patch. Travel time imposes a cost 48 

because targets cannot be collected during this time. However, it also provides the opportunity to 49 

encounter more targets in the next, fresh patch. Foragers should monitor their performance, 50 

including travel time, in an effort to leave each patch at the optimal moment. 51 

The Marginal Value Theorem (MVT, Charnov, 1976) provides one way to calculate the 52 

optimal patch-leaving time. MVT is particularly applicable in foraging scenarios involving the 53 

collection of numerous items across multiple patches (e.g., grazing or berry picking). Its 54 

application is less straightforward of tasks with long and variable intervals between target 55 

acquisition (e.g., a lion ‘foraging’ for antelope). According to MVT, the optimal patch-leaving 56 

moment occurs when the instantaneous rate of return from the current patch drops to the overall 57 

rate of return from the entire habitat. While MVT is an appealing formulation, it also assumes an 58 

idealized, arguably over-simplified view of the foraging task. The real world can be more 59 



TRAVEL IN VISUAL FORAGING 4 

complex. Collecting a target is not always successful (Oaten, 1977). Foragers may not have a 60 

good estimate of the average rate of return, particularly at the onset of their search (Kagel et al., 61 

1986). The environment can change (Fougnie et al., 2015) and an understanding of these changes 62 

may develop slowly through evidence accumulation (Davidson & El Hady, 2019; Kilpatrick et 63 

al., 2021) and learning (Constantino & Daw, 2015; Harhen & Bornstein, 2023). In other words, 64 

the decision to leave a patch is influenced by more than just the current rate. Environmental 65 

constraints also play a critical role (Stephens & Krebs, 2019). Therefore, it is not always easy to 66 

define what is optimal in visual foraging (Pierce & Ollason, 1987).  67 

Despite these limitations, MVT does provide a useful framework for analysis of foraging 68 

data, especially if, as in the present work, the analysis is focused on comparison between 69 

foraging conditions. We can use MVT metrics to investigate if foraging behavior is influenced 70 

by changes in conditions even if we cannot assert with complete confidence that the behavior is 71 

or is not optimal. 72 

In the present work, we focused on the nature of “travel” between patches. In the 73 

idealized framework of MVT, travel is defined as the period from the end of collecting targets in 74 

one patch to the start of collecting in the next. Its salient property is that the forager cannot 75 

collect targets while traveling. Consequently, traveling must drive down the average rate of 76 

return in the task. The logic of MVT holds that, if travel time is long, then the forager should stay 77 

longer in the current patch. Traveling to a new patch is not as rewarding as staying longer in a 78 

patch when travel is long.  79 

In the real world, however, travel may not be so simple. For example, suppose a person 80 

talks on the phone while traveling or stops for lunch or performs some other activity that fills the 81 

travel time with some activity of value, even if that activity is unrelated to the foraging task. Is 82 
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that time counted as empty time, lowering the average rate of return or is it discounted in some 83 

fashion? We don’t know. Human foraging research has concentrated on factors such as patch 84 

quality (Fougnie et al., 2015; Zhang et al., 2015), target templates (Grössle et al., 2023; 85 

Tünnermann et al., 2021), value of foraged items (Wolfe et al., 2018), or forager experience 86 

(Ehinger & Wolfe, 2016; Wolfe et al., 2019) (but see Bustamante et al., 2023). The present study 87 

concerned the question of what counts as travel in visual foraging. 88 

Three experiments in this study aimed to determine whether inserting a goal-irrelevant 89 

task between patches would affect patch-leaving behavior. Will foragers integrate the time spent 90 

on a secondary task into the calculation of travel time, thereby including a cost that would lower 91 

the average rate of return? Otherwise, will they discount time spent on a secondary task and base 92 

their patch-leaving behavior based on some discounted estimate of the travel time cost? 93 

All of the studies reported here are foraging tasks in which participants collect “good 94 

berries” from a patch containing overlapping distributions of good and bad berries. Participants 95 

were asked to pick as many good berries as possible in a limited amount of time. They could 96 

move to the next berry patch at will but would encounter some travel time cost. Between patches, 97 

three different types of travel tasks were injected for a limited time period. These tasks included: 98 

an obvious travel-related task (Experiment 1), a separate foraging task that was distinct from the 99 

primary foraging task (Experiment 2), and a task that was completely unrelated to visual 100 

foraging (Experiment 3). All three tasks consumed time. The patch-leaving rules with the three 101 

secondary tasks were compared to with simple travel. If this time was discounted, patch should 102 

be abandoned earlier than when travel time is simple, empty time. 103 
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Experiment 1 104 

In Experiment 1, participants “traveled” from one patch to the next in either an “active” 105 

or a “passive” manner. This manipulation was based on the classic observation that passive 106 

conditions, where events simply happen to observers, train those observers less effectively than 107 

active conditions in which the observer is “in control” (Held & Freedman, 1963; Held & Hein, 108 

1963). 109 

Method 110 

Participants 111 

Power calculations were based on Wolfe (2013). In that study, 10 participants were 112 

adequate to produce significant correlations (r = .77 and r = .92) between the overall rate and 113 

instantaneous rate at the time of leaving the patch. Power analysis based on these correlations 114 

showed that a sample size of 10 would be adequate to detect a correlation of 0.77 with an 115 

expected power of .90 and α error probability of 0.05. We aimed for 15 participants per condition 116 

to increase power. In Experiment 1, a total of 60 participants were recruited from Prolific and 117 

compensated for their participation. The study consisted of four groups: Active-Short Travel, 118 

Active-Long Travel, Control-Short Travel, and Control-Long Travel. Participants submitted 119 

online consent form before the experiment started. The procedures were approved by the 120 

Institutional Review Board of Brigham and Women’s Hospital. 121 

Stimuli 122 

The experiment was programmed with PsychoPy and PsychoJS library and was 123 

conducted online. Online experiments disable precise control over stimulus and monitor size as 124 

well as color and luminance. Therefore, sizes are specified in units relative to the screen height. 125 



TRAVEL IN VISUAL FORAGING 7 

Participants were restricted by experimental settings not to start the experiment with tablet PCs 126 

or mobile phones. 127 

The experiment was composed of visual foraging and travel tasks (see Figure 1A). The 128 

visual foraging task presented observers with a series of simulated berry patches. For Experiment 129 

1, the screen was divided into three columns, and each column was scaled to a third of the width 130 

of the participants’ screen. Two visual patches for the visual foraging task were present in the 131 

first and the third columns, occupying 0.9 of each column width. The left-hand patch was labeled 132 

“Pick Here” at the top, while the right-hand patch was labeled “Next Patch”.  133 

Each patch was composed of a 10 ´ 10 grid of colored squares (see Figure 1B). Each 134 

square corresponded either to a ‘good’ target (ripe red berry), a ‘bad’ target (unripe red berry) or 135 

a non-target (green leaf). Within each patch, 30%, 40% or 50% of the squares were red berries, 136 

with 50% of these being ‘ripe’. Participants were instructed that bright and red squares represent 137 

ripe berries, and dimmer, darker squares represented unripe berries. The color of the targets was 138 

defined using RGB color space, with the triplet [R, (255-R)/2, (255-R)/2] for berries and [100, G, 139 

100] for leaves (R and G stand for the value of the red and green channels). R for good berries 140 

was randomly chosen from a normal distribution with a mean of 200 and a standard deviation of 141 

20, while that for bad berries was chosen from another normal distribution with a mean of 150 142 

and a standard deviation of 20. The value of G for leaves was randomly selected from a uniform 143 

distribution ranging from 100 to 200. The performance had to be imperfect due to overlapping 144 

distributions of good and bad berries. Ideal performance would result in a d’ value of 2.5. A 145 

participant is likely to begin picking the brightest berries and move to less obviously good 146 

berries. As a result, the rate of successful search will decline as berries are depleted and as the 147 

likelihood of picking a bad berry increases. 148 
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 149 

  150 

Figure 1: Schematic description of procedures (A) The visual foraging task and the travel 151 

task were conducted in alternation until the limited time was exhausted. Each visual 152 

foraging period lasted until participants clicked on the ‘next’ button, while each travel task 153 

lasted for a fixed time in each experiment. (B) Sample display of visual foraging patch with 154 

10 ´ 10 grid. In Experiment 3, patch size was 20 ´ 20.  155 

 156 

 The middle column of Figure 2 showed the travel route. It consisted of 6 rows ´ 20 157 

columns of invisible cells. Each cell subtended 0.05 of the patch size. The route could contain 158 

either two or twenty stones. In the Short versions of both Active and Control conditions, just two 159 

stones were present. Each stone was randomly positioned in one of the 20 columns and 6 rows. 160 

In the Long version, twenty stones were present. One stone was positioned in each of the 20 161 

columns and the row was randomly selected. During the experiment, feedback was provided at 162 

the top and bottom of the screen, showing the time elapsed in the experiment, the score achieved, 163 

and the rate of targets collected. The experiment lasted 10 minutes. 164 

Procedure 165 

The study was preregistered on the Open Science Framework (OSF) 166 

https://osf.io/2vdmu/. During the visual foraging task, participants were instructed to collect as 167 

https://osf.io/2vdmu/


TRAVEL IN VISUAL FORAGING 9 

many good targets as possible while avoiding bad targets over 10 minutes. Participants were 168 

informed that they did not have to pick every good target in a given patch. Rather, their primary 169 

goal was to maximize the overall number of good berries collected in 10 minutes. When a berry, 170 

whether good or bad, was clicked, the square turned into a green leaf, accompanied by either a 171 

‘good’ or ‘bad’ feedback sound. Upon collecting targets for as long as desired in that patch, 172 

participants were allowed to move from the current patch (nth patch) to the next patch (n+1st 173 

patch) by stepping across the stones either actively or passively, depending on their group. The 174 

travel time started once the leftmost stone was clicked. 175 

 176 

 177 

Figure 2 178 

Sample display of stone stepping task from in Experiment 1. This figure is an example of 179 

Long Travel condition with the traveler about 2/3rds through the 20 stones on the way to 180 

the next patch, as shown by the connecting lines. Short Travel condition had just two stones 181 

on the route. 182 

 183 
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 For the travel time, we used a stepping-stone task that was placed between successive 184 

berry patches as shown in Figure 2. In the Long Travel condition, participants had to step on 20 185 

stones to reach the next patch, while in the Short Travel condition, they only had to step on two 186 

stones. There were Active and Passive (Control) conditions, and participants in each travel time 187 

condition were randomly assigned to either of conditions. In the Active condition, participants 188 

were instructed to click each stone image as if to step from one stone to the next, from left to 189 

right, until they clicked on the last one in order to reach the next patch. Each clicked stone was 190 

connected to the previous one by a line. The last stone, once clicked, was connected to the n+1st 191 

patch after 0.8 s. Participants should have completed the task as quickly as possible in order to 192 

minimize the ‘dead time’ between patches. 193 

 In the Control condition, participants passively observed the stones being traversed. 194 

(Note: We call the Passive condition the Control condition because, in standard laboratory 195 

foraging experiments, participants merely passively wait out the travel time). As a result, the 196 

Control group’s anticipated travel duration was approximately 2.4 s for the Short Travel and 16.8 197 

s for the Long Travel condition, including additional 0.8 s before the travel ended. Upon arrival 198 

at the right-hand patch, the left-hand patch was replaced with the n+1st patch, and the right-hand 199 

patch was replaced with the n+2nd patch. Participants began visual foraging at the n+1st patch 200 

on the left side of the screen. The experiment was finished when 10 minutes were over. 201 

A time bar was displayed at the top of the screen to indicate the time elapsed from the 202 

start of the experiment. The time bar was visible during both foraging and travel task. The 10-203 

minute session ended when the time bar reached the right end of the screen. 204 

If the effort of clicking on each stone is considered more of a burden that just watching, 205 

participants might be expected to stay longer in patches to cut down on the amount of 206 
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unrewarded stone clicking (Anderson & Lee, 2023). It is also possible that the Active and 207 

Control lead to different estimates of elapsed time. This, too, would alter the MVT prediction of 208 

patch-leaving time.  209 

 210 

Results  211 

Data cleaning 212 

One participant was excluded from the Active-Short Travel group due to an average RT 213 

of 8.05 s. After exclusion, the average RT for each berry was 0.85 s (SD = 0.39 s). We then 214 

removed RTs longer than 4 s and the first click from each patch. This eliminated 6.25 % of total 215 

clicks. The distribution of travel time differs by travel mode. As travel in Active group was self-216 

paced and Control group was computer-defined, the Active group, especially in Long Travel 217 

condition, unsurprisingly exhibited greater variability. Travel took longer in Long Travel 218 

conditions (Active: M = 17.13 s, SD = 10.85 s; Control: M = 16.77 s, SD = 0.01 s) than in Short 219 

Travel condition (Active: M = 2.55 s, SD = 0.37 s; Control: M = 2.41 s, SD = 0.17 s). Note that 220 

average Active and Control travel times were comparable. However, the median travel length of 221 

Active group was 11 s, which was 5.8 s shorter than the Control condition.  222 

As would be predicted by MVT, participants collected more targets in each patch with 223 

longer travel times. This drives down the average rate in the longer travel time conditions 224 

compared to shorter travel time. The average rate of return was calculated by dividing the 225 

number of good targets collected from the berry patches by the entire duration of the experiment 226 

(10 minute). This time includes travel periods. The average rates for the conditions of 227 

Experiment 1 are found in Table 1. 228 

 229 
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 Control Active 

Short Travel 0.83 (0.24) 0.92 (0.32) 

Long Travel 0.47 (0.13) 0.56 (0.24) 

Table 1. Mean of average rate of return from Experiment 1. The numbers in parentheses 230 

are standard deviations. 231 

 232 

An ANOVA on overall rate was submitted with travel time (Long Travel, Short Travel) 233 

and travel mode (Active, Control) as fixed effects. The longer travel with many stones resulted in 234 

lower overall rate in the Long Travel condition, F(1, 55) = 34.19, p < .001, ηp2= .383. However, 235 

though the overall rate appears somewhat lower in the Control conditions, the overall rate was 236 

not significantly affected by the travel mode, F(1, 55) = 2.20, p = .143, ηp2= .039, nor was there 237 

an interaction of travel mode and travel time, F(1, 55) <  .001, p = .992, ηp2 <  .001. These 238 

overall rates can be seen as the horizontal lines in Figure 3A. 239 

 240 

 241 

Figure 3. Patch-leaving behavior in Experiment 2: (A) Instantaneous rate of return as a 242 

function of five reverse clicks. Error bars indicate standard errors. Horizontal lines show 243 

overall rate and shaded areas indicate standard errors for each condition. (B) Normalized 244 

distance between instantaneous rate (IR) and overall rate (OR) from the last click. Solid 245 

square and error bar represent mean and standard error of condition. Semitransparent 246 
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dots are individual subjects. Horizontal line at 0 means patch-leaving occurred when 247 

instantaneous rate and overall rates were the same. 248 

 249 

In order to assess the patch-leaving behavior, all clicks within a patch were aligned in 250 

reverse order, starting with the final click in a patch, then averaged across patches. This is done 251 

because our interest is in the instantaneous rate at the point when the participant leaves the patch. 252 

In Figure 3A, this last click before departing the patch was labeled as Reverse Click #1, the 253 

second to last click as Reverse Click #2, and so forth. Foraging performance was evaluated for 254 

each click by taking into account the probability that the current click results in a successful 255 

target acquisition (positive predictive value; PPV) and the reaction time (RT). As the number of 256 

good targets decreased within a patch, participants became slower and less accurate. The 257 

instantaneous rate is calculated as the ratio of PPV to RT at each reverse click position. This rate 258 

gives the number of good targets collected per second at each reverse click position, showing 259 

how foraging efficiency changes over the course of patch exploitation. 260 

Figure 3A displays the instantaneous rates of the last five reverse clicks. As predicted, 261 

participants showed declining instantaneous rates as targets were depleted from the patch. MVT 262 

predicts patch exit when the instantaneous rate of return falls to the overall rate. Patch-leaving 263 

behavior observed in this experiment is in good agreement with the predictions of MVT. 264 

Participants left a patch when their instantaneous rates either met or just fell below the overall 265 

rate.  266 

The normalized distribution of patch-leaving times from the overall rate was further 267 

analyzed (Figure 3B). The difference between instantaneous rate at the last click and the overall 268 

rate can be expressed in units of berries per second, if the difference is divided by overall rate, it 269 
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is possible to have fair comparison of patch-leaving strategy within the MVT framework even 270 

when the overall rates vary between conditions.  Using this metric, 0 means optimal MVT-style 271 

patch-leaving. A value lower than 0 indicates earlier patch-leaving than predicted by MVT. A 272 

value greater than 0 means later patch-leaving than MVT’s prediction. Using this measure, the 273 

patch-leaving rule was not significantly altered by travel time, F(1, 55) = 1.83, p = .181, ηp2 274 

= .032. Importantly, the active/passive manipulation of the travel time task didn’t affect patch-275 

leaving rule, F(1, 55) = 0.58, p = .451, ηp2 = .010. Participants stopped target collection when 276 

their performance was similarly close to the overall rate, irrespective of whether they had to 277 

move to the next patch with exertion or ease. The interaction between the travel mode and travel 278 

time was not significant, F(1, 55) = 1.24, p = .269, ηp2 = .022. 279 

Since MVT is not universally popular as a way to analyze foraging data (Pierce & 280 

Ollason, 1987),  patch-leaving can be assessed solely based on the instantaneous rate of return 281 

from the last click. This leaves out the MVT assumption of what optimal behavior would look 282 

like and simply asks if the manipulation of travel time and travel time task modulates the patch-283 

leaving behavior. Examining the final target collection rate before patch-leaving (Reverse Click 284 

#1 in Figure 3A), the main effect of travel time condition was significant, F(1, 55) = 4.77, p 285 

= .033, ηp2 = .080. Additionally, participants tended to leave the patch earlier, albeit at a 286 

marginally significant level, when actively traveling, F(1, 55) = 4.03, p = .050, ηp2 = .068. This 287 

effect can be attributed to the fact that active travel was largely faster than the computerized 288 

travel, encouraging participants to leave early. The interaction between the travel mode and 289 

travel time was not significant, F(1, 55) = .70, p = .406, ηp2 = .013. Again, we found no evidence 290 

that travel mode or travel duration affected patch-leaving times.  291 
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Discussion 292 

 In Experiment 1, the travel time was filled with what could be deemed to be travel-related 293 

task, hopping from stone to stone. This produced patch-leaving behavior that was broadly 294 

consistent with MVT. Interestingly, whether participants actively engaged in moving from stone 295 

to stone or passively observed the process seemed to have minimal impact on their patch-leaving 296 

behavior.  297 

This experiment can be seen as a baseline, classic foraging situation. If you are foraging 298 

for berries and need to walk to the next bush, your patch-leaving behavior will be shaped by the 299 

travel time in a manner consistent with MVT’s predictions. If you are somehow conveyed to the 300 

next bush in a passive manner, the results are the same. What would happen if you were 301 

performing one foraging task (perhaps, picking berries) in alternation with another (perhaps, 302 

pulling weeds)? In Experiment 2, the travel time between “berry patches” was filled with a 303 

different foraging task. 304 

Experiment 2: Foraging during the travel period 305 

Method 306 

Participants 307 

 As in Experiment 1, the study consisted of four groups, each consisting of 15 308 

participants: Active-Short Travel, Active-Long Travel, Control-Short Travel, and Control-Long 309 

Travel. The 60 participants were recruited from Prolific and compensated for their participation. 310 

Participants gave online consent prior to participating in the experiment. The procedures were 311 

approved by the Institutional Review Board of Brigham and Women’s Hospital. 312 

Stimuli 313 
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The experiment was conducted online, which, as noted, disables precise control over 314 

stimulus and monitor size. Therefore, the stimulus sizes are reported proportionally to the screen 315 

size. The primary foraging task was the berry patch task as in Experiment 1. In Experiment 2, the 316 

travel task period was filled with a T among L letter foraging task. For the berry patch task, a 317 

single patch was presented at the center of the screen. Each patch was a square measuring 0.7 of 318 

screen height and composed of 10 ´ 10 colored squares. The berry patches were otherwise the 319 

same as the patches in Experiment 1. The secondary T among L travel-time patch was divided 320 

into an 8 ´ 8 invisible grid, with each cell containing either a T-shaped or L-shaped items. The 321 

component lines forming the Ts and Ls overlapped by 10%, making Ts and Ls with + junctions 322 

rather than simple Ts and Ls. This makes the search task somewhat more difficult. Ts occupied 323 

32 of the 64 cells. The remaining 32 were filled with Ls. Each item was randomly rotated 324 

between 0 and 359 degrees. An example is shown in Figure 4. 325 

 326 

 327 

Figure 4. Sample display of the secondary TvsL foraging task that filled the travel time in 328 

Experiment 2. 329 

 330 

Procedure 331 
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Participants were told that their primary task was to collect as many good berries as 332 

possible from berry patches while avoiding bad berries in 10 minutes. The “next patch” button 333 

was placed on the right side of the patch. When this button was clicked, the secondary task 334 

(Figure 4) was introduced to fill the travel time. Participants were instructed either to actively 335 

collect Ts among Ls (Active group) or to simply watch Ts travel across the display at a constant 336 

speed while Ls remained static (Control group). No feedback, including the number of Ts 337 

collected, was provided. The duration of secondary visual foraging task was fixed at either 9 s 338 

(Short Travel condition) or 14 s (Long Travel condition). Participants were not free to end this 339 

TvsL foraging task. They were asked to forage (or passively watch) until the designated time 340 

limit was reached. At that point, the next primary berry patch immediately appeared and began. 341 

The travel time was fixed and counterbalanced across participants.  342 

Results 343 

One participant out of 60 was excluded due to 54% false alarm rate in the TvsL foraging 344 

task. Among the remaining participants, those in the Active-Short Travel group collected on 345 

average 94.07 Ts (SD = 29.89) over the course of the experiment, while participants in the 346 

Active-Long Travel group collected an average of 144.73 Ts (SD = 47.28) in total. In both cases, 347 

participants collected Ts at a similar speed. For primary visual foraging, we again excluded RTs 348 

greater than 4 s, and we excluded the first click in the berry patch (5.66% clicks).  349 

The average overall rates for each travel time and travel mode can be found in Table 2. It 350 

can be seen that the overall rate was slightly lower in the Long Travel condition, aligning with 351 

expectations. However, the effect of travel time is small and non-significant as is the interaction 352 

between travel mode and travel time, F(1, 55) = 2.31, p = .134, ηp2 = .040; F(1, 55) = 0.72, p 353 

= .401, ηp2 = .013, respectively. The overall rate seems to be lower in the Active group than the 354 
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Control group, with this difference just reaching statistical significance, F(1, 55) = 4.11, p 355 

= .047, ηp2 = .070. 356 

 357 

 Control Active 

Short Travel 0.68 (0.04) 0.59 (0.04) 

Long Travel 0.60 (0.03) 0.57 (0.02) 

Table 2. Mean of overall rate of return for Experiment 2. Numbers in parentheses are 358 

standard deviations. 359 

 360 

 361 

 362 

Figure 5. Patch-leaving behavior in Experiment 2. (A) Instantaneous rate of return as a 363 

function of five reverse clicks. Error bars indicate standard errors. Horizontal lines and 364 

shaded areas show overall rate and standard errors for each condition. (B) Distance 365 

between instantaneous rate on the last click (IR) and overall rate (OR), normalized by 366 

overall rate. Solid square and error bar represent the mean and standard error of 367 

condition. Semi-transparent dots are individual subjects. The horizontal line at 0 indicates 368 

MVT-style optimal patch-leaving threshold where instantaneous rate and overall rate are 369 

the same. 370 

 371 
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Figure 5A shows participants’ instantaneous return rates from the last five clicks and the 372 

overall return rates (horizontal lines). Again, as predicted by MVT, participants stopped foraging 373 

when the instantaneous rate reached the overall rate.  374 

Our main interest is not on whether patch-leaving in this experiment aligns with MVT or 375 

not. Our aim was to test if the patch-leaving strategy was changed by filling the travel interval 376 

with a different foraging task. If the TvsL task, was not counted as “lost” time, participants 377 

would calculate a higher overall rate in the Active secondary foraging conditions. This, in turn, 378 

should cause them to leave the primary berry patch foraging sooner. The true overall rate would 379 

be unchanged so there would be a predicted difference between the instantaneous rate and 380 

overall rate in the Active secondary foraging conditions. This moved the normalized distance 381 

between overall rate and instantaneous rate to a point lower than 0 (see Figure 5B).  382 

The patch-leaving behaviors in each condition as assessed by computing (OR – IR) / OR 383 

are plotted in Figure 5B. Those metrics were submitted to a 2 ´ 2 ANOVA with travel time and 384 

travel mode as main effects. Importantly, travel mode did not significantly affected the patch-385 

leaving rule, F(1, 55) = .05, p = .823, ηp2 < .001. Similarly, the interaction between travel mode 386 

and travel time was also not significant, F(1, 55) = .48, p = .491, ηp2 = .009. This suggests 387 

evidence that actively engaging in a secondary foraging task did not alter patch-leaving 388 

threshold. However, the main effect of travel time was significant, F(1, 55) = 5.00, p = .029, ηp2 389 

= .083. Participants in the Long Travel condition left patch later than those in the Short Travel 390 

condition. 391 

As noted above, MVT is not the only way to evaluate foraging data. A more theory 392 

neutral approach is examining just the instantaneous rate of return from the last click. This will 393 

provide insight into the objective performance at the time of patch-leaving. An ANOVA on the 394 
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instantaneous rate at Reverse Click 1 with main effects of travel time and travel mode showed no 395 

main effect of travel time, F(1, 55) = 2.93, p = .092, ηp2 = .051, no travel mode effect,  F(1, 55) 396 

= .97, p = .330, ηp2 = .017, and no interaction, F(1, 55) = .35, p = .558, ηp2 = .006. Participants 397 

stopped collecting berries when their instantaneous rate was similar in all conditions.  398 

Discussion  399 

 Experiment 2 aimed to investigate the impact of an additional foraging task between 400 

visual foraging patches on patch-leaving decisions. The additional task could have raised 401 

participants’ estimates of their overall rate if they either discounted the time spent foraging for 402 

Ts and Ls or counted the Ts as a kind of “berry.” In either case, participants would have found 403 

their instantaneous rate reaching the subjective overall rate sooner, and they should have 404 

abandoned search at a higher instantaneous rate. This did not happen. As in Experiment 1, there 405 

was a good match between the rate at the final click in the patch and the overall rate. There was 406 

no observable effect of the additional foraging task and no difference between the Active and 407 

Passive conditions. In addition, the effect of the duration of the travel time was weak and not 408 

statistically reliable.  409 

This result has the usual problem of a negative result. Perhaps the task added to the travel 410 

interval did not make the right assessments. In Experiment 3, we tried again with a task more 411 

dramatically different from the berry picking task. 412 

Experiment 3 413 

Imagine that, between berry patches, you stop picking in order to play a game on your 414 

phone. Would that still count as “travel time” in your calculation of your overall rate of return? 415 

In Experiment 3, the travel time interval between patches was filled with a task that was 416 

irrelevant to either foraging or travel. As in Experiment 2, we asked if this task would remove 417 
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the travel time from the subjective calculation of overall rate, thus causing participants to leave 418 

the berry patches more quickly.  419 

Method 420 

Participants 421 

 Using the same assumptions about power as in the previous experiments, we collected 422 

data for three groups from a total of 46 participants (Active N = 16, Passive N = 15, Control N = 423 

15).  Participants completed two sessions in the lab, each with a different travel time (Short and 424 

Long Travel) for either monetary reward or course credit. Participants gave informed consent 425 

prior to participating in the experiment.  426 

 427 

Stimuli 428 

As this experiment was conducted in lab, stimulus size can be reported in degrees of 429 

visual angle. For the visual foraging task, each patch measured 19.24° and consisted of a grid of 430 

20 ´ 20 colored squares. Targets accounted for 20%, 25% or 30% of the squares. The remaining 431 

properties were same as Experiment 1. The 400-cell patch allowed for larger set sizes and, 432 

presumably, longer bouts of picking in each patch. 433 

The travel task was a version of a multiple identity tracking (MIT) task and used 25 434 

cartoon animal images sourced from Horowitz et al. (2007). The display, matching the size of 435 

visual patch, was divided into a 5 ´ 5 grid. Four, six, or eight animals were randomly located at 436 

the centers of a subset of the 25 cells. The cell at the very center was occupied by the target 437 

animal, so that other animal images could not appear there. Each image measured 1.9° both in 438 

width and height. 439 

Procedure 440 
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Experiment 3 consisted of two 30-minute sessions, each session was composed of 441 

alternating episodes of the visual foraging task and the MIT travel task. Each episode of the 442 

visual foraging task was self-paced, terminated when the participant chose to leave the patch. 443 

Each episode of the travel task took either 9.5 s or 14.5 s, depending on the session. After 444 

completing a session with one travel duration, participants took a break before starting the next 445 

session with the other travel duration. The session order was counterbalanced across participants. 446 

  447 

 448 

Figure 6: Stimuli and procedure of multiple identity tracking task in Experiment 3. Items 449 

were not drawn to scale. 450 

 451 

The instructions for the visual foraging task were identical to Experiment 1 with the 452 

exception that the duration was 30 minutes, rather than 10 minutes. Participants had to travel 453 

between patches in the foraging task. There were three versions of travel. In the Active 454 

conditions, participants performed the MIT task (Horowitz et al., 2007). Cartoon animals moved 455 

at random around the display at a speed of 3.6° per second, altering their direction upon collision 456 

with each other or with the patch boundary. After a tracking time of either 5 or 10 s, depending 457 

on the session, all animals “hid” behind bushes (0.5 s) and a target animal appeared at the center 458 

of the screen. Participants in the Active group were required to track the movement of animals 459 
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over the 5 or 10 s and, then, click on the bush hiding the target animal within 2 s. Immediately 460 

after the response, participants received either positive or negative feedback, along with visual 461 

feedback as to the correct location for 1 s. Negative feedback was given if participants failed to 462 

respond within the response window or clicked on the wrong bush. The next berry patch 463 

followed after 1 s blank screen interval. Participants in the Passive group saw the same display 464 

but observed the correct target bush revealed without needing to respond. They always received 465 

the positive auditory feedback. The MIT task took either 9.5 or 14.5 s to complete, including the 466 

response, blank interval, and feedback (Figure 6).  467 

Participants in the Control group did not perform the MIT task. Instead, they watched 468 

animals traversing the display from the left to right at a constant speed, 1.8° per second for the 469 

Short Travel and 1.2° per second for the Long Travel condition. Animals that arrived at the 470 

rightmost boundary waited there until the designated travel time was finished. The visual 471 

foraging task from a new berry patch began once all the animals arrived at the end after 9.5 or 472 

14.5 s. 473 

Results 474 

The mean accuracy of the MIT task was 64% (SD = 14%; set size 4 = 85.28%, set size 6 475 

= 59.57%, set size 8 = 47.63%) for the Short Travel condition and 60% (SD = 19%; set size 4 = 476 

80.91%; set size 6 = 59.03%, set size 8 = 46.63%) for the Long Travel condition. Accuracy 477 

declined as set size increased, and participants generally performed better than the chance levels 478 

(set size 4 = 25%, set size 6 = 17%, set size 8 = 12%). Note that our primary interest lies not in 479 

the performance on the MIT task itself, but rather in confirming that participants actively 480 

engaged with the task. One participant who performed worse than chance was excluded from the 481 
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following analysis. For the foraging task, we excluded 2.79% of the RTs. These were either 482 

longer than 4 s or were the first click in each patch.  483 

 We first compared whether the overall target collection rate was affected by irrelevant 484 

task performed during travel. The average rate was lower with longer travel time, F(1, 42) = 485 

7.25, p = .010, ηp2 = .147. However, the average rate of return was not affected by the task 486 

performed during travel, F(2, 42) = .25, p = .781, ηp2 = .012, nor by the interaction of travel 487 

mode and travel time, F(2, 42) = .06, p = .943, ηp2 = .003. The travel task seems not affect 488 

overall performance in the foraging task. The average rate of each travel time and travel mode 489 

can be found in Table 3. 490 

 491 

 Control Active Passive 

Short Travel 0.80 (0.13) 0.78 (0.18) 0.79 (0.16) 

Long Travel 0.75 (0.14) 0.69 (0.17) 0.71 (0.10) 

Table 3: Means of overall rate of return for Experiments 3. Numbers in parenthesis are 492 

standard deviations. 493 

 494 

495 

Figure 7: Patch-leaving behavior in Experiment 3 (A) Instantaneous rate of return as a 496 

function of final ten clicks. Error bars represent standard errors. Horizontal lines and 497 

shaded areas show the overall rates and their standard errors of each condition. (B) 498 

Normalized distance between instantaneous rate (IR) from last click and overall rate (OR). 499 
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Solid square and error bar represent mean and standard error of condition. 500 

Semitransparent dots are individual subjects. The horizontal line at 0 is MVT-style optimal 501 

patch-leaving threshold where IR and OR are the same. 502 

 503 

Figure 7 shows the foraging behavior. In these longer sessions with larger berry patches, 504 

participants picked many more berries per patch. Therefore, Figure 7A presents the instantaneous 505 

rate for the last ten clicks in each patch. Clearly, these data do not fit the MVT prediction. All 506 

groups, including the Control group, continued to collect targets even after their instantaneous 507 

rates had dipped well below the overall rate. The normalized distance between instantaneous and 508 

overall rates (Figure 7B) hovered near 0.5 in all conditions, suggesting that instantaneous rate 509 

dropped to about half of the overall rate before participants left the patch. This is commonly 510 

referred to as “overharvesting” in the jargon of the foraging literature (e.g., Carter & Redish, 511 

2016; Constantino & Daw, 2015; Hayden et al., 2011; Kane et al., 2022).  512 

For purposes of this paper, the central question was whether filling the travel time with a 513 

different and irrelevant task influenced foraging behavior. Accordingly, repeated-measures 514 

ANOVA was tested on the normalized distance to examine whether this overharvesting extent is 515 

affected by the travel mode and/or the travel time. There was no significant effect of the travel 516 

mode, F(2, 42) = 1.71, p = .194, ηp2 = .075, or of travel time, F(1, 42) = 1.04, p = .313, ηp2 517 

= .024. The interaction was also not significant, F(2, 42) = 1.91, p = .161, ηp2 = .083. It looks like 518 

participants tended to overharvest at a similar extent regardless of their engagement with an 519 

irrelevant task during travel. 520 

Ignoring the overharvesting issue, the same analysis can be performed on the 521 

instantaneous rate of return at Reverse Click #1, the final click in the patch. Here, too, there was 522 
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no effect of travel mode, F(2, 42) = 1.88, p = .166, ηp2 = .083, the travel time, F(1, 42) = .06, p 523 

= .804, ηp2 = .001, or their interaction, F(2, 42) = 1.80, p = .178, ηp2 = .079. Whatever rule 524 

governed participants’ patch-leaving behavior in this experiment, it responded to neither the 525 

duration nor method of travel between patches. 526 

Discussion  527 

 In Experiment 3, something clearly changed foraging behavior, at least in terms of the 528 

predictions of MVT. When plotting the distance between instantaneous and overall rates against 529 

overall rate across conditions of this experiment, the degree of overharvesting was positively 530 

correlated with the average rate of return, r = 0.41, t(88) = 4.23, p < .001. This suggests 531 

overharvesting was, if not optimal, at least useful to participants. We will return to this point 532 

later. Whatever the cause of the overharvesting might be, it does not seem to be related to the 533 

nature of the foraging-irrelevant contents of the travel period. All the conditions appear to be 534 

treated approximately equally. Disappointingly, there was no effect of the absolute travel time on 535 

the patch-leaving. One can see in Table 3 that longer travel time did produce a lower overall rate 536 

of return, as would be expected. But this did not seem to influence the patch-leaving time. 537 

Instead, in all cases, including the Control condition, participants tended to leave a patch when 538 

the instantaneous rate was about half of overall rate. Despite the violation of MVT, patch-leaving 539 

was not affected by having the travel time filled with an irrelevant task. Consistent with 540 

Experiments 1 and 2, The nature of activity during travel does not seem to influence patch-541 

leaving times. 542 

General discussion 543 

This study was conducted to understand if secondary tasks, interposed between visual 544 

foraging episodes, change the perception of the travel time between foraging ‘patches’ in a 545 
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manner that has an impact on patch-leaving behavior. Three different types of travel tasks were 546 

used: an approximation of ‘real’ travel (Experiment 1), a different foraging task (Experiment 2), 547 

or a task unrelated to foraging (Experiment 3). In each experiment, there were passive and/or 548 

control conditions where participants “traveled” for the same amount of time but did not actively 549 

perform a task during travel. In each of the experiments, what was done during travel did not 550 

matter for patch-leaving. Patch-leaving decisions appear to have been based on a simple 551 

assessment of the amount of time between patches or, perhaps, to ignore the travel time 552 

altogether in Experiment 3. Three different secondary tasks, of different relevance to the primary 553 

foraging task, seem to have been simply counted as travel. 554 

In this study, participants multi-tasked between visual foraging and secondary tasks. 555 

Task-switching is known to have negative consequences on both accuracy and reaction time 556 

(Monsell, 2003), and it is unknown how long the task-set reconfiguration (Monsell et al., 2003; 557 

Rogers & Monsell, 1995) from the travel task took or task-set inertia lasted in these studies 558 

(Allport & Wylie, 1999; Cohen et al., 1990). Nevertheless, it seems evident that task switching 559 

from travel to visual foraging tasks did not affect foraging behavior. Specifically, the overall rate 560 

or patch-leaving strategy was not affected by active or passive engagement in the travel task. 561 

This aligns with previous finding that brief or longer interruption between foraging does not 562 

disrupt patch-leaving strategy (Hong & Wolfe, 2024). Foraging appears to be resistant to task-563 

switching, though further research would be needed to confirm this. 564 

Bustamante et al. (2023) recently argued that the cost associated with cognitively or 565 

physically demanding travel can significantly influence decisions on when to leave a patch. The 566 

arguments are convincing, considering that any predator will avoid traveling if it has to pass 567 

through a maze or fight against a physically stronger enemy. It is sometimes more rational to 568 
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sacrifice one’s yield and save energy. Notably, our approach aligns with Bustamante and the 569 

colleagues’ conceptual framework while producing somewhat contradictory results. The 570 

discrepancy might be reconciled by noting that travel cost in Bustamante et al. was marginal, 571 

even with a very large sample size (N = 537). Given our more modest sample size, it may be that 572 

we were underpowered to see a small effect. That said, the studies do seem adequately powered 573 

to see standard foraging effects. For instance, we have more than enough power to see MVT 574 

consistent behavior in Experiments 1 and 2 and overharvesting in Experiment 3.  575 

It is interesting that Experiment 3 produced such clear evidence for overharvesting. 576 

Something about the structure of that experiment caused the participants to behave quite 577 

differently from the participants in Experiments 1 and 2. The most obvious differences are the 578 

switch from a 10 ´ 10 “berry patch” to a 20 ´ 20 patch and the switch to a 30-minute task 579 

duration from a 10-minute task duration. This switch to a larger patch size means that the 580 

participants can forage at a high rate for a longer time in a patch. This might make a difference. 581 

Perhaps this makes them more tolerant of the decline in foraging rate as the patch is depleted. 582 

The topic could be interesting to pursue in future work.  583 

For the present, the important point is that participants did not follow the predictions of 584 

MVT even in the Control condition of Experiment 3. As noted at the outset, MVT has been a 585 

very useful way to think about foraging behavior but it is not the only set of rules that could be 586 

used. For instance, a forager could decide “I will pick about 50% of the berries in the patch and 587 

then move on.” Or, under the conditions of the present task, a participant might move after 588 

getting feedback from N bad berries or N bad berries out of M clicks. These strategies might not 589 

be strictly MVT-optimal but they would be computationally simple and, in the current 590 

experiments, they would not produce bad results. These might be seen as versions of “model-591 
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based reinforcement learning” strategies (Alejandro & Holroyd, 2024). These example rules do 592 

not concern themselves with the travel time. If our participants were adopting such a rule, it 593 

would not be surprising to find, as we do, that the contents of the travel do not matter. Note, 594 

however, that the contents of the travel do not matter in Experiment 1, either, even though there 595 

is a significant travel time effect in that experiment and even though the results are largely in line 596 

with MVT. The same is true in Experiment 2 though the travel time effect is marginal. 597 

We conclude, within the range of travel times and tasks that we used here, what happens 598 

during travel is not important. Participants ignore those contents or, perhaps, ignore the role of 599 

travel altogether in some situations. This study is limited by the choice of tasks and the 600 

parameters of those tasks. Surely, the contents of the interval between foraging epochs must 601 

make a difference if the time scale is larger. We are likely to pick apples differently if we are 602 

picking from a tree in our own yard versus in an orchard that is a 45 minute drive away. These 603 

time scales are hard to study in the lab. Moreover, our berry patches are very regular. Behavior 604 

would change, again, if patches were more variable (Bergmann et al., 2020), if other foragers 605 

were present in the same patch (Kacelnik et al., 1992), or if predators were threatening to forage 606 

the forager (Thornton et al., 2021). Foraging is a rich domain for further investigation. For the 607 

present, we can assert that very different nature of the contents of the travel period between 608 

patches in our foraging paradigm did not significantly impact our participants’ foraging 609 

behavior. 610 

 611 
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